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The topology is shown below and since the configuration of all routers could not be shown selected 

outputs from Dallas,Seattle and Atlanta are provided. Secure-CRT was used to ssh into the router using a 

vpn connection between the university and my PC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

1.1 Create the physical network 

 The physical network link has been established as shown in the below diagram. 
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The router has been pre-loaded with basic ip configuration as shown in the below table. 

 

Router Interface  

IP 

Interface  

IP 

Interface 

IP 

Loopback 

Atlanta  

PE1 

F1/1 192.168.1.17 F1/0 10.2.0.13 F0/0 10.2.0.9 192.168.1.1/32 

Miami 

P1 

F1/0 192.168.1.18 F1/1 192.168.1.13 - 192.168.1.2/32 

Seattle 

P2 

F1/1 192.168.1.9 F1/0 192.168.1.14 - 192.168.1.3/32 

Dallas 

PE2 

F1/0 192.168.1.10 F1/1 10.2.0.5 S2/1 10.2.0.1 192.168.1.4/32 

Paris 

Customer A1 

F1/0 10.2.0.6 F1/1 10.1.0.1 - 192.168.1.20/32 

Detroit 

Customer B1 

 

 F0/0 10.1.0.1 S2/1 10.2.0.2 192.168.1.7/32 

Brussels 

Customer A2 

F1/1 10.2.0.14 F1/0 10.4.0.1 - 192.168.1.6/32 

Madison 

Customer B2 

 F0/0  10.4.0.1 F1/0 10.2.0.10 192.168.1.5/32 

OSPF has been chosen as the IGP.Also BGP has been configured between PE1 and PE2. 

 

 

 

 

 

 



 

 

 

Q1. How many routes are in your routing table? 

Sol.) There are totally 9 routes which are reduced due to subnet in the network.There are 4 subnet in the 

network as we can see from the command below. We use the following command to know about the 

routes in our routing table: 

Show ip route 

Show ip route summary 

 

 
 

 

 
 

   

Q2. What type of routes are they? 

Sol.) Totally there are 9 routes of which 4 OSPF routes 3 directly connected route and 2 locally connected 

routes.These are static routes since we configured them. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Q3. Are all IP addresses from figure 1 reachable?  

Sol.) No not all the IP address from figure 1 is reachable. 

 

 
 

Q4. From PE2 run a traceroute to PE1’s loopback address, P1 traceroute to PE2’s loopback 

address and P2 to PE1’s loopbackup address. Record your results, are the packets being switched 

or forwarded? 

Sol.) We run the traceroute using the command: 

        In Dallas: 

                traceroute 192.168.1.1 (loopback of Atlanta) 

 
        In Miami(P1) 

               traceroute 192.168.1.4 (loopback of Dallas)  

 

 
 

 

 

 

 

 



 

        In Seattle(P2) 

                traceroute 192.168.1.1 (loopback of Atlanta)  

 

 
 
From what we see above we can conclude that the packets are being switched and forwarded. In 

switching exchange of data takes place in the form of packets from the source to the destination.There are 

2 types of packet switching which are connection-oriented and connectionless.the above scenario is a 

connection-oriented packet switching. 

 

In the above cases 192.168.1.1 192.168.1.4 are the destination from Dallas Seattle and Miami 

respectively.Hence a switching.  

 

A packet forwarding refers to the transfer of data to the destination via the intermediate links.There are 3 

types of packet forwarding.  

They are:   

• Unicast   

• Multicast 

• Broadcast 

 

We use Unicast to transfer information in the above scenario. 

In above cases 192.168.1.13 192.168.1.17 (Seattle to Atlanta) , 192.168.1.14 192.168.1.10 (Miami to 

Dallas) and 192.168.1.9 192.168.1.13 192.168.1.13 (Dallas to Atlanta) are all the forwarding medium. 

 

 

1.2  Enable MPLS 

 

We now are going to enable MPLS on the router. 

We enter the following command on all the router: 

 

ip cef 

mpls label protocol ldp 

     mpls label range <from table below> 

 

 

Function Router Interface 

 

Label 

Range 

PE1 Atlanta F1/1 100 199 

P1 Miami F1/0 F1/1 200 299 

P2 Seattle F1/0 

F1/1 

300 399 

PE2 Dallas F1/0 400 499 

 

We also enter “mpls ip” under the respective interface shown above. 

 

 



 

Q5. Is MPLS running? On which interfaces? 

 

Yes we see that MPLS is running on the interface F1/0 and F1/1 on Seattle. Interface F1/0 on 

Dallas. We use the command “show mpls interface” to view the mpls enable interface 

 

 

 

 

 

 

 
 

Q6. Verify the status of the Label Distribution Protocol (LDP) discovery process? How many 

neighbors have you discovered? Is the interface transmitting and receiving LDP discovery Hello 

packets? 

 

Sol.) To verify the status of the MPLS enable interface we use the command  

 

show mpls ldp neighbor 

 

From the figure below we see that in Seattle has discovered 2 neighbor while Dallas has one neighbor 

 

 
 

 
 



 

We see from the below figure that Hello packets are sent . 

 

Packet captured from Seattle 

 

 
 

Packet Captured From Dallas 

 

 
 

 

 

 

 



Q7.How many LDP neighbors do you have? Who are they? 

 

We see that we have 6 neighbor in Seattle and 3 neighbor in Dallas.We have configured Seattle Dallas 

Miami and Atlanta for MPLS.In Seattle It is Dallas and Miami (including the loopback address).In Dallas 

it is Seattle ip address including the loopback address. We use the command 

 

Show mpls ldp neighbor 

 

 
 

 
 

 

Section 2 MPLS VPNs 

 

1.3 Configure RIP 

We shall now configure RIP between the PE router and the CE router.it is used to propagate between the 

customers CE router. 

 

By default the CE router has been configured.On the  PE router we enter the following command. 

 

Q8. Check PE1’s and PE2’s routing table, do you have entry for 10.X.0.0/16? Record the routes 

Sol.) We see that the routes have been added onto the routing table.Some of the example are 

 

 

 
 



 
 

 

An example of the route captured in Dallas on interface fa1/1 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

An example of the route captured in Atlanta on interface fa1/0 

 

 
 

 

Q9. From PE1 traceroute to 10.4.0.1, from PE2 traceroute 10.1.0.1, explain what you see, is that a 

good or a bad thing, why? 

Sol.) We see the following when we try to traceroute the ip address.  

 

 
 

 
 

We see that we are able to trace the address route of  10.4.0.1 & 10.1.0.1 from Atlanta and Dallas.This is 

not a good thing since the packets have to travel through the same network.This wastes a lot of time and 

also consumes a lot of bandwidth. 

 

Q10. From PE1 ping 10.4.0.1, from PE2 ping 10.1.0.1, which router is responding to your pings? 

Explain? 

Sol.) We see that both the router are pinging back.This is because we have enabled RIP on the router and 

when the broadcast message has been sent and received , the router gets to know the address and hence it 

is capable of transmitting the pings. 

 



 
  

 
 

1.4 Configure MP-BGP for MPLS VPN 

  

We shall now configure MP-BGP for MPLS VPN  

On the PE2(Dallas) router we enter the following command. 

 

 

config t 

router bgp 100 

address-family vpnv4 

neighbor 192.168.1.1 activate 

neighbor 192.168.1.1 next-hop-self 

neighbor 192.168.1.1 send-community both 

 

 
 

and on the PE1 the following: 

 

config t 

router bgp 100 

address-family vpnv4 

neighbor 192.168.1.4 activate 

neighbor 192.168.1.4 next-hop-self 

neighbor 192.168.1.4 send-community both 

 



 
 

1.5 Configure VRF for each customer 

 

VRF is virtual routing and forwarding table.We shall now configure VRF on the routers as following. 

 

On the PE1 and PE2 routers, configure the VRFs as follows: 

 

config t 

 ip vrf VPN_A 

  rd 100:1 

  route-target export 100:1 

  route-target import 100:1 

  exit 

 

 ip vrf VPN_B 

  rd 100:2 

  route-target export 100:2 

  route-target import 100:2 
 
1.6 Routing for the VRFs  

Instead of configuring RIP globally, we will configure RIP under each of the VRFs.  

 

Step 1- remove the previous RIP configuration from PE1 and PE2 only, enter the following commands: 

 

Config t 

no router rip 

 

Step 2 - Enable RIP under both VPN_A and VPN_B, complete the following on PE1 and PE2 routers 

 

router rip 

 version 2 

 ! 

 address-family ipv4 vrf VPN_A 

 version 2 

 redistribute bgp 100 metric transparent 

 network 10.2.0.0 

 no auto-summary 

 exit-address-family 

 

! 

 address-family ipv4 vrf VPN_B 

 version 2 

 redistribute bgp 100 metric transparent 



 network 10.2.0.0 

 no auto-summary 

 exit-address-family 

 

Step 3- Redistribute the RIP learned routes into BGP. Configure the following on PE1 and PE2: 

 

router bgp 100 

 

address-family ipv4 vrf VPN_A 

 redistribute rip 

 no synchronization 

 no auto-summary 

 exit-address-family 

! 

address-family ipv4 vrf VPN_B 

 redistribute rip 

 no synchronization 

 no auto-summary 

 exit-address-family 

 

Step 4- Enable vrf forwarding under the interfaces, configure the following on PE1 (Atlanta) only: 

 

Config t 

 

interface FastEthernet0/0 

ip vrf forwarding VPN_B 

 ip address 10.2.0.9 255.255.255.252 

  

! 

interface FastEthernet1/0 

 ip vrf forwarding VPN_A 

 ip address 10.2.0.13 255.255.255.252 

 

 end  

 

Step 5- Enable vrf forwarding under the interfaces, Configure the following on PE2 (Dallas) only: 

 

Config t 

! 

interface FastEthernet1/1 

 ip vrf forwarding VPN_A 

 ip address 10.2.0.5 255.255.255.252 

 ! 

interface s2/1 

 ip vrf forwarding VPN_B 

 ip address 10.2.0.1 255.255.255.252 

! 

end 
 
 
 
 
 
 
 



 

Q11.Ping from the Detroit CE to Brussels CE, ping the LAN interface connected to fastethernet 

1/0, does it work? Why or Why not?  
 

Sol.) NO we are not able to ping from Detroit to Brussels.Since they belong to a different VPN we cannot 

ping from Detroit to Brussels.For reference I have attached the icmp debug below along with another 

interface. 

 

 
 

Another Interface 

 

 
 

ICMP DEBUG -ENABLED ON MADISON AND BRUSSELS 

When we type the ping command on Detroit we get the following reply only from Madison and Not 

Brussels 

 

 
 

 

 
 

 

 

 

 

 

 

 



 

 

 

 
 

Q12.) Ping From Detroit CE to Madison CE, ping the LAN interface connected to fastethernet 0/0, 

does it work? Why or Why not?  

 

Sol.) Yes we are able to ping from Detroit to Madison. We are able to do so because both the customers 

belong to the same VPN and hence we can be able to ping them.   

 

 
 

 

Q13. Ping from Paris CE to Brussels CE, ping the LAN interface connected to fastethernet 1/0, 

does it work? Why or Why not?  

Sol.) Yes we are able to ping from Paris to Brussels. We are able to do so because both the customers 

belong to the same VPN and hence we can be able to ping them.   

 

 
 

 

Q14. Check the PE routers VPNv4 routing tables, do you see overlapping networks, why or why 

not? 

Sol.) We use the command 

 

Show ip bgp vpnv4 all 

 

We see that it the address 10.4.0.0 and 10.1.0.0 are overlapping networks. This is so because Paris and 

Detroit both use the network 10.1.0.0  while Madison and Brussels use 10.4.0.0 as there network for their 

respective customer.Hence we see that they overlap. 

 

 

 

 

 

 

 

 

 



In Dallas 

 

 
In Atlanta 

 

 
 

Q15. Type “show ip bgp vpnv4 all labels” on the PE routers, what type of labels is being assigned to 

10.4.0.0/16 and 10.1.0.0/16? 

Sol.) We see that the following label has been assigned to the address 10.4.0.0/16 & 10.1.0.0/16 

 

In Dallas 

 
 

 

 

In Atlanta 

 

 
 

 



Q16.How has the routing table of the P routers changed from Section 1? 

Sol.)  There is no change in the routing table as far as the P router (here Seattle) is considred. 

This is because the main function of the P router is just like in any other MPLS enable router which is to 

look at the label and forward the packet.It uses LFIB to process the packet 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Q17. Traceroute from Detroit CE to Madison CE, explain what you see?  

 

Sol.)  

 

 
 

From the traceroute we find that the route has gone through initially from 10.2.0.1 to 192.168.1.9 in 

which an MPLS label is used for VPN to forward the packet to 192.168.1.13 in which another label is 

used to again forward the packet.At the receiver it we see that the PE router uses the extra label to 

deliver the packet. 

 

 

Q18.) Based on the information you gathered from the previous questions, draw the packets 

(labeled or unlabeled) as they move from Cust-A1 to Cust-A2 or from Cust-B1 to Cust-B2 

 

Sol.)  

 



 
 

 

 



 

 
 

 

 

 

 

 

 

 

 

 

 

 

 



 

II. CONCLUSION 

From this Lab we learned about the different concept of MPLS which is used to route MPLS data through 

the router. MPLS uses labeling to transmit data from one end to another.In this lab I learnt about MPLS 

VPN.MPLS VPN is very much useful when compared to normal MPLS as it saves much time while 

transmitting data and also helps when similar network exist in the same network. MPLS-VPN (Virtual 

private Network) allows several networks to transparently inter-connect through a service provider’s 

network. 
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